Among all known grammar compression schemes, Re-Pair [1] is probably the most studied one, featuring empirically observed high compression rates. It is computed by replacing the most frequent bigram of the input with a new non-terminal, recursing until no bigram occurs more than once. For finding the most frequent bigram in affordable time, most algorithms maintain large frequency tables. However, these frequency tables make it hard to compute Re-Pair on large scale data sets. As a solution for this problem we present, given a text of length $n$ whose characters are drawn from an integer alphabet, an $O(n^2)$ time algorithm computing Re-Pair in $n \lceil \lg \max(n, \tau) \rceil$ bits of working space including the text space, where $\tau$ is the number of terminals and non-terminals. Given that the characters of the text are drawn from a large integer alphabet with size $\sigma = \Omega(n)$, our algorithm works in-place. This is the first non-trivial in-place algorithm, as a trivial approach on a text $T$ of length $n$ would compute the most frequent bigram in $\Theta(n^2)$ time by computing the frequency of each bigram $T[i]T[i+1]$ for every integer $i$ with $1 \leq i \leq n-1$, keeping only the most frequent bigram in memory. This sums up to $O(n^3)$ total time, since there can be $\Theta(n)$ different bigrams considered for replacement by Re-Pair. To achieve our goal of $O(n^2)$ total time, we study a trade-off algorithm finding the $d$ most frequent bigrams in $O(n^2 \lg d/d)$ time for a trade-off parameter $d$. We subsequently run this algorithm for increasing values of $d$ by utilizing the space freed up when replacing a bigram with a non-terminal. We show that $d$ increases so fast that we need to run it $O(\lg n)$ times, which gives us $O(n^2)$ time in total. Our major tools are appropriate text partitioning, elementary scans, and sorting steps. When $\tau = o(n)$, a different approach using word-packing and bit-parallel techniques becomes attractive, leading to an $O(n \lg \log n \lg n \lg \lg n \log \log \log n)$ time algorithm. Our algorithm can further be parallelized or used in external memory.
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1We provide a naive implementation at https://github.com/koeppl/repair-inplace.