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Abstract

We give memory-friendly algorithms computing the compression schemes \texttt{plcpcomp} or \texttt{lex-parse} in linear or near-linear time, and give upper and lower bounds on the space requirements of our algorithm computing \texttt{plcpcomp}.

Keywords: lossless data compression, factorization algorithms, memory-efficiency

1 Introduction

In this article, we focus on computing the compression schemes \texttt{plcpcomp} \cite{1} and \texttt{lex-parse} \cite{2} within low memory. Both schemes are macro schemes \cite{3} like the well-known Lempel–Ziv 77 (LZ77) factorization. While LZ77 restricts factors to refer to previous text positions, the schemes in our focus restrict factors to refer to the starting positions of lexicographically preceding suffixes. Such kinds of schemes are also called \textit{lexicographic parsings}.

Lexicographic parsings have been studied in the context of text compression \cite[Theorem 26]{2}, where it is known that the smallest lexicographic parsing yielding \(v\) factors is of size \(O(v \log(n/v))\), where \(v\) is the size of the smallest macro scheme. Further, it has been shown that \texttt{lex-parse} attains this value \(v\) for all inputs. However, the authors only address the computation with a linear-time algorithm using \(O(n \log n)\) bits of space, which can be quite large in practice. As far as we are aware, we address here for the first time the space-efficient computation of \texttt{lex-parse}.

2 Preliminaries

Let \(\Sigma\) denote an integer alphabet of size \(\sigma = |\Sigma| = n^{O(1)}\) for a natural number \(n\). The alphabet \(\Sigma\) induces the \textit{lexicographic order} \(\prec\) on the set of strings \(\Sigma^*\). Let \(|T|\) denote the length of a string \(T \in \Sigma^*\). We write \(T[j]\) for the \(j\)-th character of \(T\) with \(j \in [1..n]\).

| \(i\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |
| \(T\) | a | b | a | b | b | a | b | a | b | a | b | a | b | a | b | a | b | a | b | a | b |
| \(ISA\) | 7 | 18 | 10 | 21 | 15 | 6 | 16 | 8 | 19 | 11 | 22 | 17 | 9 | 20 | 13 | 3 | 5 | 14 | 4 | 12 | 2 |
| \(PLCP\) | 4 | 5 | 4 | 3 | 4 | 5 | 5 | 7 | 6 | 5 | 5 | 4 | 3 | 2 | 1 | 2 | 1 | 2 | 1 | 3 | 2 |
| \(\Phi\) | 6 | 12 | 13 | 14 | 18 | 17 | 5 | 1 | 2 | 3 | 4 | 7 | 8 | 9 | 20 | 21 | 15 | 19 | 16 | 10 | 22 | 11 |

The last two rows depict the sparse representation \(\Phi_S\) of \(\Phi\) with bit vector \(B\) described in Sect. \(5\). If \(BWT[ISA[i]] = BWT[ISA[i] - 1]\), i.e., \(T[i-1] = T[\Phi[i] - 1]\), then \(\Phi[i] = \Phi[i-1] + 1\).

Table 1: Suffix array, its inverse, \(\Phi\), the LCP array, PLCP, and the BWT of our running example string \(T\).
Figure 1: Factorization of our running example by lex-parse (top) and plcpcomp (bottom). A factor $F$ is visualized by a rounded rectangle. If $F$ is a literal factor, its parse consists of a mere character; otherwise, its parse consists of its referred position $p$ and its length $\ell$ such that $F = T[p..p+\ell - 1]$. To obtain the lengths and the referred positions, we can make use of $\Phi$ and PLCP of $T$ displayed in Table 1.

$W = T[j + 1..]$. Let $\text{lcp}(V,W)$ denote the length of the longest common prefix between two strings $V$ and $W$. In the following, we take an element $T \in \Sigma^{*}$ with $|T| = n$, and call it the text. We stipulate that $T$ ends with a unique sentinel $T[n] = \$ \notin \Sigma$ that is lexicographically smaller than every character of $\Sigma$.

Text Data Structures. Let $\text{SA}$ denote the suffix array [4] of $T$. The entry $\text{SA}[i]$ is the starting position of the $i$-th lexicographically smallest suffix such that $T[\text{SA}[i],..] < T[\text{SA}[i+1],..]$ for all integers $i \in [1..n-1]$. Let ISA of $T$ be the inverse of $\text{SA}$, i.e., $\text{ISA}[\text{SA}[i]] = i$ for every $i \in [1..n]$. The Burrows–Wheeler transform (BWT) of $T$ is the string $BWT[i] = T[n]$ if $\text{SA}[i] = 1$ and $BWT[i] = T[\text{SA}[i] - 1]$ otherwise, for every $i \in [1..n]$. The LCP array is an array with the property that $\text{LCP}[i]$ is the length of the longest common prefix (LCP) of $T[\text{SA}[i],..]$ and $T[\text{SA}[i-1],..]$ for every $i \in [2..n]$. For convenience, we stipulate that $\text{LCP}[1] := 0$. The array $\Phi$ is defined as $\Phi[i] := \text{ISA}[\text{ISA}[i] - 1]$, and $\Phi[i] := n$ in case that $\text{ISA}[i] = 1$. The PLCP array PLCP stores the entries of LCP in text order, i.e., $\text{PLCP}[\text{SA}[i]] = \text{LCP}[i]$. Table 1 illustrates the introduced data structures on our running example string $T := \text{ababbabababbababababa}$.

Rank/Select. Given a character $c \in \Sigma$, and an integer $j$, the rank query $\text{rank}_{c}(j)$ counts the occurrences of $c$ in $T[1..j]$, and the select query $\text{select}_{c}(j)$ gives the position of the $j$-th $c$ in $T$. We stipulate that $\text{rank}_{c}(0) = \text{select}_{c}(0) = 0$. If the alphabet is binary, i.e., when $T$ is a bit vector, there are data structures [3][4] that use $o(|T|)$ extra bits of space, and can compute rank and select in constant time, respectively. Each of those data structures can be constructed in time linear in $|T|$. We say that a bit vector has a rank-support and a select-support if it is endowed with data structures providing constant time access to rank and select, respectively.

Computation Model. We use the word RAM model with word size $\Omega(\lg n)$ for some natural number $n$. The arrays $\text{SA}$ and LCP can be constructed in $O(n)$ time with the algorithms of Ko and Aluru [7] and Kasai et al. [8], respectively. With $\text{SA}$, we can construct ISA in $O(n)$ time by using the fact that $\text{SA}$ is a permutation.

Lemma 1 ([9][10]). PLCP can be represented by $2n + o(n)$ bits and can be constructed in $O(n)$ time.

3 Lexicographic Parsings

A parse is a representation of a factorization $F_{1} \cdots F_{x} = T$ of a text $T$ by a list whose $x$-th entry stores either

(a) the pair $(\text{src}_{x}, \ell_{x})$ such that $F_{x} = T[\text{dst}_{x}..\text{dst}_{x} + \ell_{x} - 1] = T[\text{src}_{x}..\text{src}_{x} + \ell_{x} - 1]$ with $\text{dst}_{x} = 1 + \sum_{y=1}^{x-1} \ell_{y}$ being the starting position of $F_{x}$ in $T$, or
We briefly review the in-memory algorithm computing lex-parse or plcpcomp when having PLCP available, starting with the latter. The linear-time algorithm of Dinklage et al. \[1\] detects so-called peaks. A text position dst is a peak if

(a) PLCP[dst] \(\geq\) \(\xi\) and

(b) \(\text{dst} = 1\), \(\text{PLCP}[\text{dst} - 1] < \text{PLCP}[\text{dst}]\), or there is a referencing factor ending at \(\text{dst} - 1\).

A peak \(\text{dst}\) is called interesting if there is no text position \(j\) with \(\text{dst} \in (j \cdots j + \text{PLCP}[j])\) and \(\text{PLCP}[j] \geq \text{PLCP}[\text{dst}].\) An interesting peak \(\text{dst}\) is called maximal if there is no interesting peak \(j\) with \(j \in (\text{dst} \cdots \text{dst} + \text{PLCP}[\text{dst}]).\)

With these definitions, we can compute plcpcomp as follows: We linearly scan the text from left to right, adding interesting peaks into a list \(L\) of text positions. On finding a maximal peak \(\text{dst}\), we factorize \(T[\text{dst} \cdots \text{dst} - 1]\) by using the peaks stored in \(L\) and their associated PLCP values. This takes \(\mathcal{O}(|L|) = \mathcal{O}(\text{dst})\) time.\(^2\) We then continue with the plcpcomp factorization of \(T[\text{dst} + \text{PLCP}[\text{dst}] \cdots].\) Overall,

\(^1\text{This is well-defined for all referencing factors since ISA}[n] = 1\) due to \(T[n] = \$\) being the smallest character. Note that \$ is a unique character in the text, so \(T[n]\) is always a literal factor.

\(^2\text{Due to space restrictions, the detailed explanation of the algorithm is omitted. However, these details are not necessary for the understanding of this paper.}\)
Table 2: Comparison of lex-parse and plcpcomp with $\xi = 2$ on Pizza&Chili datasets. $n$ is the number of characters of the input text, $z_l$ is the number of referencing factors, $z_z$ is the number of literal factors, i.e., $z_l + z_z$ is the number of all factors. Next, $\bar{d}$ and $\bar{\ell}$ are the average distance and average length representing a referencing factor. Finally, $[M]$ and $[K]$ denote mega ($10^6$) and kilo ($10^4$), respectively.

<table>
<thead>
<tr>
<th>name</th>
<th>$n$</th>
<th>$z_l$</th>
<th>$\bar{d}$</th>
<th>$\bar{\ell}$</th>
<th>$z_z$</th>
<th>$\bar{d}$</th>
<th>$\bar{\ell}$</th>
<th>$z_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Escherichia_Coli</td>
<td>112.7</td>
<td>2.01</td>
<td>33.4</td>
<td>12</td>
<td>0.1</td>
<td>2.02</td>
<td>33.4</td>
<td>13</td>
</tr>
<tr>
<td>cere</td>
<td>461.3</td>
<td>1.65</td>
<td>132.2</td>
<td>12</td>
<td>0.0</td>
<td>1.63</td>
<td>132.3</td>
<td>13</td>
</tr>
<tr>
<td>Coreutils</td>
<td>205.3</td>
<td>1.43</td>
<td>26.3</td>
<td>10</td>
<td>6.1</td>
<td>1.32</td>
<td>28.5</td>
<td>10</td>
</tr>
<tr>
<td>Einstein.de.txt</td>
<td>92.8</td>
<td>0.04</td>
<td>19.0</td>
<td>6</td>
<td>1.3</td>
<td>0.03</td>
<td>18.0</td>
<td>7</td>
</tr>
<tr>
<td>Einstein.en.txt</td>
<td>467.6</td>
<td>0.10</td>
<td>81.4</td>
<td>7</td>
<td>1.8</td>
<td>0.09</td>
<td>75.6</td>
<td>8</td>
</tr>
<tr>
<td>influenza</td>
<td>154.8</td>
<td>0.77</td>
<td>30.3</td>
<td>51</td>
<td>0.1</td>
<td>0.66</td>
<td>27.4</td>
<td>57</td>
</tr>
<tr>
<td>kernel</td>
<td>258.0</td>
<td>0.79</td>
<td>52.5</td>
<td>9</td>
<td>2.2</td>
<td>0.73</td>
<td>50.8</td>
<td>10</td>
</tr>
<tr>
<td>para</td>
<td>429.3</td>
<td>2.24</td>
<td>130.9</td>
<td>12</td>
<td>0.0</td>
<td>2.14</td>
<td>131.0</td>
<td>13</td>
</tr>
<tr>
<td>World_leaders</td>
<td>47.0</td>
<td>0.18</td>
<td>5.7</td>
<td>11</td>
<td>0.9</td>
<td>0.17</td>
<td>5.7</td>
<td>12</td>
</tr>
</tbody>
</table>

this accumulates to $O(n)$ time. Computing lex-parse is in fact easier, since we do not have to maintain $L$: Starting with $F_1 := [T[1 \ldots \max(1, \text{PLCP}[1])]]$, we greedily compute the factors from left to right, such that the factor $F_x$ starting at position $p = |F_1| \cdots |F_{x-1}| + 1$ has length $\max(1, \text{PLCP}[p])$.

3.2 Motivation of this Paper

Our search for more memory-efficient data structures computing plcpcomp or lex-parse stems from the fact that the actual computation is lightweight whereas the preprocessing computing the necessary text data structures is slow and causes the memory peaks in the implementation. The implementation in tudocomp [12] first builds SA, then $\Phi$, and finally PLCP using the algorithm of [10]. The PLCP array is actually only needed for plcpcomp. For lex-parse, we can compute the factor lengths naively, such that we compute the longest common prefix of $T[i \ldots]$, with time linear to the number of compared characters. Hence, the computation of a factor $F_x$ costs $O(|F_x|)$ time, but the sum of all factor lengths (including the literal ones) is $\sum x |F_x| = n$.

Figure 2 shows the peak memory requirement as a bar for each pre-computation step for lex-parse and plcpcomp. We can see that the actual factorization (rightmost bar) is fast and more memory-friendly (with respect to the additional memory requirement) than most pre-computation steps. The slowest part is the suffix array computation using divsufsort. We observe that the memory consumption to roughly two to three times the amount of RAM needed for SA, but for even less space, we need to think about what data we actually need for the factorization algorithms.

4 Space Requirements of plcpcomp

We are fine with PLCP in the representation of Sadakane [13] using $2n$ bits. We do not need the extra $o(n)$ bits for a rank/select-support data structure to gain constant time random access on PLCP, since we scan PLCP sequentially. For computing plcpcomp, we additionally maintain each interesting peak (along with its PLCP value) in the list $L$. We can bound the size of $L$ with the following lemma:

Lemma 2. $|L| = O(\min(\sqrt{n \ln n}, r))$, where $r$ is the number of BWT runs.

Proof. The list $L$ stores all interesting peaks between two different maximal peaks (or between the first position and the first maximal peak). Given an interesting peak $dst$ with $\text{PLCP}[dst]$, there is no peak $j$ with $\text{PLCP}[j] \geq \text{PLCP}[dst]$ and $j < dst < j + \text{PLCP}[j]$. In order to be added to $L$, the peak $dst$ must not be a maximal peak, i.e., there must be a text position $j \in (dst \ldots dst + \text{PLCP}[dst])$ and $\text{PLCP}[j] > \text{PLCP}[dst]$. The worst case is that $j = dst + 1$, $\text{PLCP}[j] = \text{PLCP}[dst] + 1$, and $j$ is again an interesting peak that is not maximal. By induction, we may insert $m$ interesting non-maximal peaks $\{j_i\}_{1 \leq i \leq m}$ into $L$ with $j_i + 1 \leq j_{i+1}$ for $i \in [1 \ldots m - 1]$ and $\text{PLCP}[j_i] \geq i$ for $i \in [1 \ldots m]$. 


The scale of the $j$ for all these occurrences must be the prefix of the suffix that is the lexicographically predecessor of $H$. Hence, all occurrences of the prefix $i$ with $i < m$ are also suffixes of $H$.

Proof. For the proof, we use the following definition: Given an interval $I$, we define $b(I)$ and $e(I)$ to be the starting and the ending position of $I = [b(I) .. e(I)]$, respectively.

Let $\Sigma := \{\sigma_1, \ldots, \sigma_m\}$ be an alphabet with $\sigma_1 > \sigma_2 > \ldots > \sigma_m$. Set $F_1 := \sigma_1$, and $F_i := \sigma_i F_{i-1} \sigma_i$ for $i \in [2 .. m]$. Then our algorithm fills $L$ with $\Theta(\sqrt{n})$ interesting peaks on processing the text $T := F_1 \cdots F_m = \sigma_1 \sigma_2 \sigma_1 \sigma_2 \sigma_3 \sigma_2 \sigma_3 \sigma_4 \cdots$.

In the following, we show that each text position $b(F_i)$ with $i \in [1 .. m-1]$ is an interesting peak, where $b(F_i)$ and $e(F_i)$ are the beginning and ending positions of the factor $F_i$ within the factorization $T = F_1 \cdots F_m = T[b(F_1) \cdots e(F_1)] \cdots T[b(F_m) \cdots e(F_m)]$.

First, $|F_i| = 2i - 1$ for every $i \in [1 .. m]$. Next, we show that $\Phi[b(F_i)] = b(F_{i+1}) + 1$ for each $i \in [1 .. m-1]$. For that, we observe that

- $T[b(F_i)]. = F_i F_{i+1} F_{i+2} F_{i+3} \cdots = F_i \sigma_{i+1} F_i \sigma_{i+1} F_{i+2} F_{i+3} \cdots$,
- $F_{i+j} = \sigma_{i+j} \cdots \sigma_{i+1} F_i \sigma_{i+1} \cdots \sigma_{i+j}$, and
- $T[b(F_{i+j}) + j.] = F_i \sigma_{i+1} \cdots \sigma_{i+j} F_{i+j+1} F_{i+j+2} \cdots$ for all $j \in [0 .. m-i]$.

Hence, all occurrences of the prefix $F_i \sigma_{i+1}$ of $T[b(F_i)].$ start at $b(F_{i+j}) + j$ for $j \in [0 .. m-i]$. One of these occurrences must be the prefix of the suffix that is the lexicographically predecessor of $T[b(F_i)].$, which is $T[b(F_{i+1}) + 1 \cdots]$ because of the following inequality.

$T[b(F_{i+j}) + j.] < T[b(F_{i+1}) + 1 \cdots] = F_i \sigma_{i+1} \sigma_{i+2} F_i \sigma_{i+1} \sigma_{i+2} \cdots < T[b(F_i).]$

for all $j \in [1 .. m-i]$. Hence, $\Phi[b(F_i)] = b(F_{i+1}) + 1$ for each $i \in [1 .. m-1]$. For each $i \in [1 .. m-1]$ and all text positions $j \in [1 .. n] \setminus \{b(F_i)\}$, we have

- $\text{lcp}(T[b(F_i).],T[j.]) \leq \text{PLCP}[b(F_i)] = \text{lcp}(T[b(F_i).],T[\Phi[b(F_i)].])$
  
  $= \text{lcp}(T[b(F_i).],T[b(F_{i+1}) + 1 \cdots]) = |F_i| + 1 = 2i$.

However, $\sum_{i=1}^{m} i \leq \sum_{i=1}^{m} \text{PLCP}[j_i] = \Theta(n \log n)$ due to [14] Thm. 12, such that $m = \Theta(\sqrt{n})$. From the same reference [14] Sect. 4, we obtain that $m = \Theta(r)$. □

There are also texts with a non-trivial lower bound on the size of $L$.

Lemma 3. There are texts of length $n$ for which $|L| = \Theta(\sqrt{n})$.

Proof. For the proof, we use the following definition: Given an interval $I$, we define $b(I)$ and $e(I)$ to be the starting and the ending position of $I = [b(I) .. e(I)]$, respectively.

Let $\Sigma := \{\sigma_1, \ldots, \sigma_m\}$ be an alphabet with $\sigma_1 > \sigma_2 > \ldots > \sigma_m$. Set $F_1 := \sigma_1$, and $F_i := \sigma_i F_{i-1} \sigma_i$ for $i \in [2 .. m]$. Then our algorithm fills $L$ with $\Theta(\sqrt{n})$ interesting peaks on processing the text $T := F_1 \cdots F_m = \sigma_1 \sigma_2 \sigma_1 \sigma_2 \sigma_3 \sigma_2 \sigma_3 \sigma_4 \cdots$.

In the following, we show that each text position $b(F_i)$ with $i \in [1 .. m-1]$ is an interesting peak, where $b(F_i)$ and $e(F_i)$ are the beginning and ending positions of the factor $F_i$ within the factorization $T = F_1 \cdots F_m = T[b(F_1) \cdots e(F_1)] \cdots T[b(F_m) \cdots e(F_m)]$.

First, $|F_i| = 2i - 1$ for every $i \in [1 .. m]$. Next, we show that $\Phi[b(F_i)] = b(F_{i+1}) + 1$ for each $i \in [1 .. m-1]$. For that, we observe that

- $T[b(F_i).]. = F_i F_{i+1} F_{i+2} F_{i+3} \cdots = F_i \sigma_{i+1} F_i \sigma_{i+1} F_{i+2} F_{i+3} \cdots$,
- $F_{i+j} = \sigma_{i+j} \cdots \sigma_{i+1} F_i \sigma_{i+1} \cdots \sigma_{i+j}$, and
- $T[b(F_{i+j}) + j.] = F_i \sigma_{i+1} \cdots \sigma_{i+j} F_{i+j+1} F_{i+j+2} \cdots$ for all $j \in [0 .. m-i]$.

Hence, all occurrences of the prefix $F_i \sigma_{i+1}$ of $T[b(F_i).]$ start at $b(F_{i+j}) + j$ for $j \in [0 .. m-i]$. One of these occurrences must be the prefix of the suffix that is the lexicographically predecessor of $T[b(F_i).]$, which is $T[b(F_{i+1}) + 1 \cdots]$ because of the following inequality.

$T[b(F_{i+j}) + j.] < T[b(F_{i+1}) + 1 \cdots] = F_i \sigma_{i+1} \sigma_{i+2} F_i \sigma_{i+1} \sigma_{i+2} \cdots < T[b(F_i).]$

for all $j \in [1 .. m-i]$. Hence, $\Phi[b(F_i)] = b(F_{i+1}) + 1$ for each $i \in [1 .. m-1]$. For each $i \in [1 .. m-1]$ and all text positions $j \in [1 .. n] \setminus \{b(F_i)\}$, we have

- $\text{lcp}(T[b(F_i).],T[j.]) \leq \text{PLCP}[b(F_i)] = \text{lcp}(T[b(F_i).],T[\Phi[b(F_i)].])$
  
  $= \text{lcp}(T[b(F_i).],T[b(F_{i+1}) + 1 \cdots]) = |F_i| + 1 = 2i$.
In general, we obtain \( \text{PLCP}[b(F_i)] + j = 2i - j \) for each \( j \in [0 \ldots |F_i| - 1] \). In particular, \( \text{PLCP}[e(F_i)] = 2 \) for each \( i \in [1 \ldots m - 1] \) since \( T[e(F_i)] \ldots = \sigma_i \sigma_{i+1} \sigma_i \cdots \) and the occurrence of \( \sigma_i \sigma_{i+1} \sigma_i \) occurs in each \( F_i \) with \( j > i \). We conclude that the text positions \( b(F_i) \) are interesting peaks, for \( i \in [1 \ldots m - 1] \). Consequently, starting with \( b(F_i) \), the algorithm of Sect. 3.1 collects \( b(F_i) \), scans the next \( \text{PLCP}[b(F_i)] \) text positions in which it finds \( b(F_{i+1}) \) having a higher \( \text{PLCP} \) value as \( b(F_i) \), and thus needs to put \( b(F_i) \) into \( L \). Finally, \( b(F_{m-1}) \) is a maximum peak, since \( T[b(F_m)] = \sigma_m \) occurs only at \( T[b(F_m)] \) and at the last text position \( e(F_m) \) such that \( \Phi[b(F_m)] = e(F_m) \) and \( \text{PLCP}[b(F_m)] = 1 \).

In total, the algorithm of Sect. 3.1 collects \( m - 2 \) interesting peaks before finding the maximal peak at text position \( b(F_{m-1}) \). Since \( |F_i| = 2i - 1 \), we have \( \sum_{i=1}^{m} |F_i| = \sum_{i=1}^{m} (2i - 1) = n \), which holds for \( m = \Theta(\sqrt{n}) \).

5 Sparse \( \Phi \) Representation

With \( \text{PLCP} \) we can already compute the factor lengths of both parsings. However, we still require to compute the referred positions for outputting the parse. The referred position \( src_x \) of a referencing factor \( (src_x, \ell_x) \) starting at position \( dst_x \) is \( src_x = \Phi[dst_x] \), which can be computed if we have \( \Phi \) available. For our purposes, it is sufficient to have only certain entries of \( \Phi \) available: We call an entry \( \Phi[i] \) reducible if \( \Phi[i - 1] + 1 = \Phi[i] \), otherwise we call it irreducible. By storing only the irreducible entries of \( \Phi \) in an array \( \Phi_S \) and a bit vector \( B \) of length \( n \) marking whether the \( j \)-th text position is irreducible for each integer \( j \in [1 \ldots n] \), we can access \( \Phi \) with \( \Phi[i] = \Phi_S[B.\text{rank}_1(i)] + i - B.\text{select}_1[B.\text{rank}_1(i)] \), given that the bit vector \( B \) is endowed with a rank/select-support. Kärkkäinen and Kempa [15, Lemma 3.3] show that \( \text{SA}[i] \) is an irreducible entry of \( \Phi \) if \( \text{BWT}[i] \neq \text{BWT}[i-1] \). Therefore, \( \Phi_S \) has at most \( r \) entries, where \( r \) denotes the number of runs of the same character in \( \text{BWT} \). See Table 1 for an example. To obtain this \( \Phi \) representation, we present two space efficient solutions for computing \( \Phi \) in memory. The first preprocessing approach works as follows: At the beginning, we compute \( \Phi \), then reduce \( \Phi \) to \( \Phi_S \) and \( B \), and finally construct \( \text{PLCP} \) in linear time with Lemma 1. To compute \( \Phi \), we can use the algorithm \( \text{BGone} \) of Goto and Bannai [13], computing \( \Phi \) from the text \( T \) in linear time with \( O(\sigma \log n) \) additional working space on top of \( \Phi \) stored in \( n \log n \) bits.

After this preprocessing, our algorithm computing \( \text{plcpcomp} \) runs in linear time using

\[
\phi = \frac{r \log n + n + o(n)}{\text{B}} + \frac{2n + O(\min(\sqrt{n \log n}, r) + 1) \log n}{L} = r \log n + 3n + o(n)
\]

bits of total space, instead of

\[
\phi = \frac{n \log n + \frac{2n}{\text{PLCP}} + O(\min(\sqrt{n \log n}, r) + 1) \log n}{L}
\]

bits for conducting all computation with \( \Phi \) represented as a plain array. For lex-parse, we obtain the same space bounds without the space for \( L \) and \( \text{PLCP} \).

Alternatively to first computing \( \Phi \), we can compute \( \Phi_S \) and \( B \) directly with \( O(n \log \sigma) \) additional space in \( O(n \log^\epsilon n) \) time for a selectable constant \( \epsilon > 0 \). For that, we build the compressed suffix tree by the linear-time construction algorithm of Munro et al. [17]. It gives access to \( \text{BWT} \) and \( \text{SA} \) in constant and \( O(\log^\epsilon n) \) time, respectively. We set \( B[\text{SA}[i]] = 1 \) for all \( i \) with \( \text{BWT}[i] \neq \text{BWT}[i-1] \), endow \( B \) with rank/select-support, and finally create \( \Phi_S \) by setting \( \Phi[\text{SA}[i]] \leftarrow \text{SA}[i-1] \) for all \( i \) with \( \text{BWT}[i] \neq \text{BWT}[i-1] \). With this technique, the algorithm runs in slightly increased time \( O(n \log^\epsilon n) \), but uses merely \( O(n \log \sigma) \) bits of space. We obtain the main result of this paper:

Theorem 4. Given the sparse \( \Phi \) representation, we can compute lex-parse in linear time with \( r \log n + n + o(n) \) bits of space. Having additionally the \( 2n \)-bits representation of \( \text{PLCP} \), we can also compute \( \text{plcpcomp} \) in linear time. Here, \( n \) is the length of the input text \( T \) and \( r \) is the number of runs of the BWT of \( T \).

6 Future Work

The upper and lower bound shown respectively in Lemmas 2 and 3 are not tight. On the one hand, our analysis in Lemma 2 is based on the sum of all irreducible \( \text{PLCP} \) values. However, not all irreducible
PLCP values are considered as interesting peaks. A more detailed analysis on the sum of the LCP values of all interesting peaks may improve the upper bound. On the other hand, in Lemma 3, we did not exploit the fact that a factor may refer to positions that are covered by another factor referring back to parts of the previous factor. Here, building a long dependency chain could help to shrink the required length of the text to contain more interesting peaks.

While lex-parse as a greedy parsing has the smallest number of factors $v$ among all other lexicographic parsings [2, Theorem 26], it is unknown whether there are upper or lower bounds that put plcpcomp in relation with $v$. Such a kind of relationship is also unknown towards plcpcomp’s sibling lcpcomp [12], which uses different tie-breaking rules for selecting a candidate among all longest occurring substrings.

On the practical side, different choices for the factorization could improve the compression ratio. For instance, one could compute a second parsing that uses the inverse of $\Phi$. For that, we use the array storing the longest common prefix of the $i$-th and the $(\Phi^{-1}[i])$-th suffix, which is PLCP shifted by one position.

We would also like to think of alternative ways to compute lexicographic parsings:

- For instance, the index data structure of Nishimoto and Tabei [18] built on the run-length compressed BWT allows to compute $\Phi^{-1}$ in constant time, and it seems possible to change their data structure to flip $\Phi^{-1}$ into $\Phi$, and simulate a linear scan on the text by using the reverse of the LF-mapping.
- Instead of using $\Phi$, we wonder how fast and space-efficient a combination of SA with a sampling of its inverse ISA could be. The sampling of [19] can store ISA in $O(\epsilon^{-1}n)$ bits and provide access to ISA with $O(1/\epsilon)$ time (provided SA is available). It can be computed in linear time using $O(\lg n)$ bits of space.
- BGone is a modification of the SAIS algorithm. It computes $\Phi$ with $O(\sigma \lg n)$ additional bits in linear time from the text. We think that it is possible to modify divsufsort to compute $\Phi$ instead of SA. Although divsufsort runs in $O(n \lg n)$ time using $O(\sigma^2 \lg n)$ bits, it is practically faster than SAIS for small alphabets.
- Finally, we wonder whether a plcpcomp-like scheme can be computed directly by modifying a suffix array construction algorithm computing simultaneously LCP: an idea could be to create referencing factors at positions whose LCP values are irreducible.
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